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Abstract

In research on Neural Machine Translation,
there have been studies that generate translated
sentences by using both images and sentences,
the results of which indicate that visual in-
formation improves translation performance.
However, it is not possible to use sentence gen-
eration models (for dialogue systems) using
images, as many text-based dialogue systems
only accept text input. Herein, we propose
an Associative Conversation Model that gen-
erates visually-induced feature vectors from
textual vectors and uses it for generating sen-
tences to utilize visually-associated informa-
tion in a dialogue system without image input.
Experimental results show that the proposed
model improves context-dependent and infor-
mative scores by generating image feature vec-
tors related to sentences.

1 Introduction

In research regarding Neural Machine Transla-
tion, the encoder–decoder model has been pro-
posed (Sutskever et al., 2014) . It consists of an
encoder that encodes the input text into a textual
vector and a decoder that generates sentences by
using the vector. Vinyals and Le (2015) showed
that it is possible to extract knowledge and to con-
duct conversation by learning dialogue pairs with
the model. For example, Vinyals and Le (2015)
reported that, when asked who Skywalker is, their
conversation model (NCM) responded, “he is a
hero.”

NCM has a problem that it is not possible to
generate properly to the input utterances that may
require visual information for answering. For
example, Vinyals and Le (2015) reported that,
when asked how many legs a spider has, NCM
responded, “three, i think.” However, images
or videos may contain more detailed information
than text. We thought that if such detailed image
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Figure 1: Generating a response by visual associa-
tion. The textual vector is used to induce the visually-
corresponding feature vector, and a response text is
generated using the vector obtained by fusing the tex-
tual and visually-induced feature vectors.

features could be extracted from the image, more
specific and useful texts could be generated, in-
cluding which cannot be obtained using text alone.
In recent years, there have been studies in which
translated sentences are generated by adding im-
age features to the textual vector encoded by the
encoder (Calixto et al., 2017) (Elliott and Kádár,
2017) (Nakayama and Nishida, 2017) (Saha et al.,
2016) (Toyama et al., 2016). These studies showed
that visual features work effectively for generat-
ing translation. Meanwhile, visual features are not
considered in many text-based dialogue systems,
because only the utterance text is given as input.
How can visual features be used without accept-
ing images as the input to the dialogue system?

Based on the discussion above, we propose an
Associative Conversation Model that induces the
visually-corresponding feature vector from the in-
put text and generates a response using both the
textual and visually-induced feature vectors. The
contribution of this research is as follows:

• We made it possible to generate responses
using the visually-induced feature vectors,
without direct image input.



• Our proposed model can generate response
texts, including richer and more useful infor-
mation, by inducing visually-corresponding
feature vectors from the input text vector.

2 Related Work

In recent years, encoder–decoder models which
generate sentences from multi-modal inputs have
been investigated (Calixto et al., 2017) (Elliott
and Kádár, 2017) (Nakayama and Nishida, 2017)
(Saha et al., 2016) (Toyama et al., 2016) (Hori
et al., 2019). For example, Elliott and Kádár
(2017) showed that machine translation perfor-
mance is improved by multitask learning models
that use text and image features without inputting
images. However, these studies mainly examined
machine translation, rather than dialog tasks. Hori
et al. (2019) generated responses in a dialog by us-
ing text and video. However, their model required
image inputs and audio features. We use video for
training our model but use only text for inference.

3 Associative Conversation Model

Figure 1 shows the overview of our model. We
use video for training the model. The purpose
of this research is to generate a response that
has richer information by inducing the visually-
corresponding vector from a textual vector. An
important point to consider is how to induce
visually-corresponding features from textual vec-
tors. We would like to eventually train a network
that has only text input and uses association, such
as in figure 2b. This associative encoder in figure
2b needs to be trained in advance. Therefore, our
method has three learning steps.

• Step1: We train the step1 model as illustrated
in figure2a. This model has an LSTM tex-
tual encoder and an LSTM video encoder.
VGG16 (Simonyan and Zisserman, 2014) is
used for extracting image features Xvis. Af-
ter training, we extract sequences of textual
vectors Ctxt

t and sequences of image feature
vectors Cvis

t by using the pre-trained step1
model for training the associative encoder in
step2. In this step, inputs are texts and im-
ages, both encoder and decoder use LSTMs,
and we use attention (Bahdanau et al., 2014).
Fusion layer fuses both Ctxt

t and Cvis
t by us-

ing MLP.

• Step2: We train an associative encoder that
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Figure 2: (a) Step1 model : A model that performs
prior learning for extracting context vectors Ctxt and
Cvis. After this model learnsCtxt andCvis from video
Xvis = (xvis1 , ..., xvisF ) and textXtxt = (xtxt1 , ..., xtxtL )
, we extract Ctxt and Cvis using this model. (b) Step3
model (Associative Conversation Model): This model
learns to generate responses by using the visually-
induced feature vectors instead of inputting images

predicts sequences of image features Cvis

from those of textual vectors Ctxt. The loss
function for the associative encoder is given
by

L =
1

T

T∑
i=0

(Cvis
i −RNN(Ctxt

i ))2 (1)

T represents the length of the output text at
step1 (Y = (y1, ..., yT )).

• Step3: We train an associative conversation
model (Fig.2b) that has the pre-trained asso-
ciative encoder.

4 Dataset

There are many datasets combining image and text
for dialogue or question answering tasks (Antol
et al., 2015) (Das et al., 2017) (Yagcioglu et al.,
2018) (Suhr et al., 2017) (Bigham et al., 2010)
(Johnson et al., 2017) (Saha et al., 2017) (Hudson
and Manning, 2019). Although they use images,
videos contain richer information than images.

In this research, we created two datasets com-
bining dialogues and videos: a TV drama and a
TV news dataset. Each frame was used as in-
put to the pre-trained convolutional neural net-
work (VGG16 (Simonyan and Zisserman, 2014)),
and the output of the last pooling layer was used
as the images features. The recorded programs
used were 510 Japanese TV dramas for the Drama
dataset, and 163 Japanese TV news episodes for
the News dataset. The size of the TV Drama



dataset is 7.2 Million dialogues and the corre-
sponding videos have 50 thousand vocabulary
words. The size of the TV News dataset is 1.5 Mil-
lion dialogues and the corresponding videos have
19 thousand vocabulary words.

5 Experiments

5.1 Quantitative Evaluation

To analyze the effect of association, we pre-
sented response texts generated by our model
(seq2seq+assc) and the baseline model (seq2seq)
to six different study participants and asked them
to judge the score of the generated response for
the input utterance. As the evaluation method, the
method in NTCIR 13 STC-2 Japanese subtask was
used (Shang et al., 2017). To evaluate the gener-
ated texts, a score of 0, 1, or 2 was given to each
of the following four criteria: fluency, coherence,
context-dependence, and informativeness.

The labels L0, L1, and L2 are given by the
procedure called Rule-1 in NTCIR 13 STC-2
Japanese subtask (Shang et al., 2017). The
procedure is given in listing 1.

Listing 1: Rule-1
IF fluent & coherent = 1

IF context-dependent & informative = 2
THEN L2

ELSE L1
ELSE

L0

As with Shang et al. (2017), Accuracy AccG@k
was calculated based on the following equation.

AccG@k =
1

nk

k∑
r=1

n∑
i=1

δ(li(r) ∈ G) (2)

li(r) is the label assigned to the r th response
candidate for the i th utterance. n is the number
of labels assigned by evaluators to one response
(n = 7). G is the set of labels regarded as “cor-
rect” (G = {L2} orG = {L2, L1}). k is the num-
ber of candidate responses per utterance. In this
experiment, as the model generates one response
per input utterance, k = 1. Therefore, AccL2@1 is
the average number of L2 labels given to the first
response. This implies that if AccL2@1 is high,
the model can generate context-dependent and in-
formative responses. Here, 50 utterances of news
subtitles and dialogue texts, including questions

that ask general facts, were used as the evaluation
data.

Table 1: Results of Human Evaluation (Drama)

Models
TV Drama data

Mean AccL2@1 Mean AccL1,L2@1

seq2seq 0.01 0.251
ours 0.00 0.180

Table 2: Results of Human Evaluation (News)

Models
TV News data

Mean AccL2@1 Mean AccL1,L2@1

seq2seq 0.066 0.429
ours 0.109 0.503

Table 1 and 2 show the evaluation results. First,
we trained models using the TV Drama dataset.
However, both AccL2@1 and AccL1,L2@1 of our
model was lower than those of the baseline model,
expressed as seq2seq. We speculated that this is
because the objects in the video are not closely
related to the utterance texts themselves in the
TV Drama dataset. Therefore, we created the TV
News dataset in which the objects and the utter-
ance texts are considered to be much more related
to each other. Both the proposed model and the
baseline model (seq2seq) had higher accuracy for
the news data. The result shows that our model
had higher accuracy for both Mean AccL2@1 and
Mean AccL2@1 compared to the baseline when
using the TV News texts. This means that the pro-
posed model generates informative responses that
have context dependency because the objects are
more related to the utterance texts in News data
than in Drama data.

Input The University Entrance exam will be held 
on 14th and 15th. Well, today is All Japan Figure Skating Championships.

Output
by Baseline

There will be a large-scale fire that is also 
in western Japan and eastern Japan.

Aiming for four consecutive championships in the 
women's singles, athletes of the Japanese championships 

participated in the tournament.

Output
by ACM It is highly expected to be snowy and windy. A player who has won the gold medal 

in women's singles.

Image 
similar to 
associated 

feature 
vector

Generated
words Snowy Gold medal

Cos 
similarity 0.333 0.344

Snow
Gold medal

Skaters

Figure 3: Example of comparison results on validity of
text generation by visual association1)

1) Source: Image on the left: “NHK News 7” broadcast on



Input The Grand Sumo Tournament is in the second day. As for pitchers, three players including Otani 
have been selected from Nippon Ham.

Output
by Baseline No. 1 is No. 1 in 1 meter. Baseball is 

out in the professional this season.

Output
by ACM Today, Yokozuna Hakuho will aim for the first victory. This is an athlete.

Image 
similar to 
associated 

feature 
vector

Generated
words

Yokozuna 
(The highest rank wrestler in sumo) Athlete

Cos 
similarity 0.336 0.297

Sumo wrestler Pitcher

Figure 4: Topic : Sports 2)

Input The vicinity of Honshu is expected to be 
covered widely by mobile high pressure.

In tomorrow morning, it will be isolated snowstorms 
around the Japan Sea side of western Japan and eastern 

Japan, due to the developing low pressure.

Output
by 

Baseline

Let's move on to the weather around the country
on tomorrow. Vigilance is necessary for windstorms and high waves.

Output
by ACM

Tomorrow morning, it will be sunny in many 
places from western Japan to eastern Japan, and 

the side on the Japan Sea of western Japan.

Please also be aware of the influence on traffic caused 
by windstorms, heavy blizzards, and snowdrift.

Image 
similar to 
associated 

feature 
vector

Generated
words Sunny Traffic Windstorms

Cos 
similarity 0.749 0.338 0.280

Honshu is 
covered 

widely by high
pressures 

A person 
riding a bicycle

likely to fall over 
due to 

a strong wind

Figure 5: Topic : Weather 3)

5.2 Qualitative Evaluation

Figures 3 , 4 and 5 show the texts generated by our
model (or by the baseline). The images in those
figures are the nearest neighbor images obtained
from the visually-induced feature vector gener-
ated by associative encoder. These results show
that association works effectively to generate texts
with more specific information. For example, in
the example on the left of figure 3, the proposed
model generated a specific weather forecast with
the word “snowy” for the input text “The Uni-
versity Entrance exam will be held on 14th and
15th.” Note that snow actually fell on the day
of the entrance examination, and that the images
showing that it was snowing at the venue of the
exam were included in the training data. The im-
portant point here is that the word “snowy” can-
not be easily generated from the input texts alone,

NHK on 11th January 2017, Image on the right: “NHK News
7” broadcast on NHK on 23rd February 2017

2) Source: Image on the left: “NHK News 7” broadcast
on NHK on 13th January 2017, Image on the right: “News
Watch 9” broadcast on NHK on 17th February 2017

3) Source: Image on the left: “News Watch 9” broadcast
on NHK on 27th February 2017, Image on the right: “NEWS
CHECK 11” broadcast on NHK on 20th February 2017

but is a word that can be generated for the first
time in association with the image of snow. How-
ever, the result generated by the baseline is “There
will be a large-scale fire that is also in western
Japan and eastern Japan” and contains erroneous
information such as “fire”. In the example on
the left of figure 5, the proposed model induced
the visually-corresponding features showing the
placement of high pressures from the input phrase
“high pressure”, and the word “sunny” was gen-
erated from the visually-induced features. These
results show that our association mechanism can
induce the visually-corresponding feature vectors
from the textual vectors and infer appropriate re-
sponses.

Other interesting examples are shown in figures
4 and 5. In the example on the left of figure 5, the
proposed model associated an image showing the
placement of high pressures from the input phrase
“high pressure”, and the word “sunny” was gener-
ated from the associated image. This is a good as-
sociation because high pressure makes the weather
sunny. These results show that our association
mechanism can infer an image feature vector from
a sentence vector; for instance, our model gener-
ates ‘sunny” from a generated image feature vector
of a high pressure image.

However, our method still had several problems.
In some examples, it was clear that the visually-
induced feature vector was associated with a dif-
ferent topic from the input text. For example, a
scene where a speed skating player won the gold
medal was associated with figure skating 3.

6 Conclusions

Herein, we proposed an Associative Conversation
Model that induces the visually-corresponding
feature vectors from the input text and gener-
ates responses using both the textual and visually-
induced feature vectors. Experimental results
show that the proposed model produces the
visually-induced feature vectors related to the in-
put texts and can generate responses containing
richer and more useful information.
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